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In this session



• How a GenAI chatbot 

works (simplified)

• Searching

• Search technologies

• ‘Agentic’ search

• Extract and classify

• Retrieval Augmented 

Generation (RAG)

• Synthesise

• Explainable AI



Building a GenAI chatbot

Pretraining 

(unsupervised ML))

Fine-tuning

(supervised ML)

RLHF

(supervised ML)

‘Naïve’ model

Cannot ‘chat’; next-

word prediction only

Model can now 

‘chat’ and answer 

questions

Model produces 

‘better’ and less 

toxic answers



Generative LLM operation

Tokeniser DecoderInput Output



Generative LLM operation

Tokeniser DecoderInput Output

There’s
no

a

more

always

sometimes
…

Model chooses a 

word from a list of 

possible words. 

The way it does 

this can be 
tweaked



Generative LLM operation

Tokeniser DecoderInput Output

There’s no
way

chance

place

possibility

…

The selected word 

is added to the 

input



Generative LLM operation

Tokeniser DecoderInput Output

There’s no place
for

like

called

near

…



Generative LLM operation

Tokeniser DecoderInput Output

There’s no place like home

this

that

…



Generative LLM operation

Tokeniser DecoderInput Output

There’s no place like home

this

that

…

Important to bear in mind that the system does not plan ahead

…and at no point does it check the accuracy of what is ‘said’



Generative LLM operation

Tokeniser DecoderInput Output

Read this abstract 

and say whether it is 

about topic y

Abstract…

Is it about topic y?

Yes

No

Maybe

It

…

Instead of the prompt containing ‘”There’s no place like…” it could contain a 

question about a passage of text that is also in the prompt



Searching for research



Conventional tools & those that use 
open data
‒ E.g. Google Scholar, PubMed, …

‒ Usually work using keyword / phrase matching

‒ Tools that utilise open data
‒ Sadly, not all abstracts are open

‒ Offer ability to find ‘related documents’
‒ Based on machine learning
‒ Based on citation networks



Keyword search

user

The text of documents is indexed in a database

The user enters keywords / a search phrase

Documents that match the 

keywords are returned



Is mindfulness an 
effective intervention for 

smoking cessation 
among adults?



Example of conventional search: 
OpenAlex



Example of citation / related papers: 
ConnectedPapers



Semantic search

user

LLM

vector representations of documents are 

stored in the database



Hybrid search

user

LLM

Text AND vector representations of 

documents are stored in the database



Example of hybrid search: Elicit



‘Agentic search’

user

LLM

vector representations of documents are 

stored in the database as well as text

user queries are transformed by the agent into text and vector searches; the database 

is searched; the agent then screens results, identifies related records and (often) 

undertakes multiple ‘rounds’ of searching before returning results to the user



PaperFinder from Ai2

https://paperfinder.allen.ai/

An agentic, iterative search 

that analyses your query 

before constructing and 

carrying out a search using 

standard free text terms as 

well as vector indexes

Uses LLMs to help develop 

the search at multiple 

points

https://paperfinder.allen.ai/


Strengths and limitations: agentic search

‒ Can provide more semantically powerful searches

‒ Less ‘fragile’ than a Boolean search (and not 
necessary to know all relevant terms in advance)

‒ BUT

‒ Dependent on the right documents being available for 
indexing

‒ Dependent on the query being translated effectively by 
the agent

‒ Little in the way of an evidence base to support their 
use in evidence synthesis



Searching…

Conventional tools
‒ https://scholar.google.com

Using open data for identifying related papers
‒ https://www.connectedpapers.com/ (only two networks for free!)
‒ https://openalex.org/ 

‘Semantic search’
‒ https://elicit.com/ (select ‘find papers’)

‘Agentic search’
‒ http://paperfinder.allen.ai

https://scholar.google.com/
https://scholar.google.com/
https://www.connectedpapers.com/
https://www.connectedpapers.com/
https://openalex.org/
https://openalex.org/
https://elicit.com/
https://elicit.com/
http://paperfinder.allen.ai/
http://paperfinder.allen.ai/


Your turn…

‒ Pick a on a topic you know well, or are currently working on
‒ Search for papers on:

‒ Google Scholar
‒ ConnectedPapers or OpenAlex
‒ Elicit
‒ Ai2 Paper Finder

‒ For each search, what do you think of the:
‒ Relevance of results
‒ Comprehensiveness of results
‒ Signal : noise ratio?

https://scholar.google.com/
https://scholar.google.com/
https://www.connectedpapers.com/
https://www.connectedpapers.com/
https://openalex.org/
https://elicit.com/
https://elicit.com/
http://paperfinder.allen.ai/
http://paperfinder.allen.ai/


Extract & classify



Generative LLM operation (recap)

Tokeniser DecoderInput Output

Read this abstract 

and say whether it is 

about topic y

Abstract…

Is it about topic y?

Yes

No

Maybe

It

…

Instead of the prompt containing ‘”There’s no place like…” it could contain a 

question about a passage of text that is also in the prompt



It’s all in the prompt

‒ Everything used in a data extraction or classification task is in the prompt: 
the user inputs no training data

‒ E.g. uploading a document and extracting information about the 
intervention
‒ ‘in-context’ learning

‒ E.g. uploading a document and asking the LLM to classify it in terms of its 
behaviour change technique
‒ ‘zero shot’ learning



Data 
(information) 
extraction

‒ Earlier language models lacked 
precision & limited context 
‘window’

‒ Newer models have larger 
windows and offer impressive 
early results

‒ E.g. Claude2, published by 
Anthropic









‒ As an experiment, we mapped the literature on AI and equity – using AI
‒ 36,546 records identified through conventional searches
‒ 11,467 records included in the map
‒ GPT4o used for screening and mapping
‒ Took a few days to screen & code
‒ Cost about £100 in OpenAI API fees (less than it used to!) to do > 50 

days of human work

‒ Evaluation found:
‒ Sensitivity 100%; specificity 93% (screening)
‒ Classification of records: 90% no errors; 6% minor errors; 4% major 

errors



Adding columns in Elicit



Extract & classify

‒ 1. Either using the same search as before, or a new one, use the ‘add 
columns’ feature in Elicit.
‒ Ask it to ‘extract’ information (e.g. participant characteristics)
‒ Ask it to ‘classify’ the research (e.g. study design / intervention type)

‒ 2. Upload a pdf to Gemini
‒ https://gemini.google.com/app
‒ Ask it to extract narrative information (e.g. description of intervention)
‒ Create a new ‘chat’ and do the same several times

‒ 3. Evaluate:
‒ How accurate is the extraction and classification (as far as you can 

tell)?
‒ How consistent is the output? (Need to be aware of result caching)

https://elicit.com/
https://gemini.google.com/app
https://gemini.google.com/app


Synthesis



Is mindfulness an 
effective intervention for 

smoking cessation 
among adults?







Strengths and limitations: chatbot

‒ Can be asked questions in standard prose

‒ Can provide accurate answers quickly

‒ But

‒ Frequency biased

‒ ‘Hallucinate’

‒ Sounds confident, but is often wrong



When can we use 
chatbots as 
sources of 
information?

Flowchart devised by Aleksandr Tiulkanov, 

AI and Data Policy Lawyer, January 2023





Retrieval Augmented Generation

User queries are translated into vectors; the ‘closest’ chunks of documents to that query are located; the 

LLM then generates an answer to the user’s query, based on the chunks of text returned

Documents are broken up into ‘chunks’, and vector 

representations of each chunk is are stored in the database

user

LLM













Strengths and limitations: retrieval 
augmented generation

‒ Can provide a powerful interactive experience 
where users can ‘chat’ to their documents using 
standard prose

‒ BUT

‒ Has many of the limitations of BOTH chatbots 
and vector indexes:

‒ Can hallucinate

‒ Requires good translation from query to 
retrieval AND question to the LLM

‒ What if all the relevant documents are not 
retrieved?

‒ What if irrelevant documents are retrieved?



Explainable AI?

‒ Some tools try to explain the results you see

‒ In supervised machine learning tools, two models are sometimes used:
1. to make the prediction
2. to identify snippets of text that were related to the topic of the 

prediction
‒ Two models are being used and one does not necessarily explain the 

other

‒ Generative ML applications are even more like a ‘black box’
‒ Experiment with https://playground.allenai.org/
‒ Click Show OLMoTrace
‒ Are you convinced?

https://playground.allenai.org/












Important 
questions 
to ask of 
LLM-based 
evidence 
synthesis 
tools

‒ For chatbots:

‒ Can I verify its accuracy?

‒ (Does it matter if not?)

‒ Consistency

‒ For search tools:

‒ Are the records I need indexed?

‒ How can I check that its retrieved everything it 
should?

‒ For ‘RAG’-based approaches:

‒ Are the right documents indexed?

‒ Are the right documents retrieved?

‒ Are incorrect documents avoided?

‒ If present, does the summariser check that the 
research is reliable / that combining them is a 
valid thing to do?



Try some synthesis using retrieval 
augmented generation
‒ 1. Try your search on www.google.com (really!)
‒ 2. Try your search on https://playground.allenai.org/
‒ 3. Try your search on one of:

‒ https://www.perplexity.ai/
‒ https://elicit.com/ 
‒ https://qa.allen.ai/

‒ 4. Evaluate your results (see next slide)

‒ If you have time, explore OLMoTrace on the Playground for Explainable AI
‒ https://playground.allenai.org/ 
‒ (Does it explain what you’re seeing convincingly?)

http://www.google.com/
https://playground.allenai.org/
https://www.perplexity.ai/
https://www.perplexity.ai/
https://elicit.com/
https://elicit.com/
https://qa.allen.ai/
https://qa.allen.ai/
https://playground.allenai.org/
https://playground.allenai.org/


Evaluate

‒ The retrieval
‒ Is the tool using the papers you would expect it to use?
‒ Is it using all of them?
‒ Is it including irrelevant papers?
‒ Could you say that it is correctly drawing on the sum of current 

knowledge on the topic?
‒ The generation

‒ Does it appropriately synthesise the findings from the papers?
‒ Does it ensure that only reliable research is used?
‒ Does it ensure that findings are not ‘double-counted’

‒ Consistency
‒ Does it give you the same answers each time?



Summing up

• There are some great tools that may soon be 
ready for use

• Tools for searching, extraction and 
classification may be useful for some 
purposes

• Synthesis across documents needs to be 
carefully checked

• We need to increase our ‘AI literacy’ across the 
field to understand when and how to use (and 
not use) this new generation of tools



Thank you

James Thomas
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